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Abstract

Data augmentation is an intuitive step towards solving
the problem of few-shot classification. However, ensuring
both discriminability and diversity in the augmented sam-
ples is challenging. To address this, we propose a feature
disentanglement framework that allows us to augment fea-
tures with randomly sampled intra-class variations while
preserving their class-discriminative features. Specifically,
we disentangle a feature representation into two compo-
nents: one represents the intra-class variance and the other
encodes the class-discriminative information. We assume
that the intra-class variance induced by variations in poses,
backgrounds, or illumination conditions is shared across
all classes and can be modelled via a common distribution.
Then we sample features repeatedly from the learned intra-
class variability distribution and add them to the class-
discriminative features to get the augmented features. Such
a data augmentation scheme ensures that the augmented
features inherit crucial class-discriminative features while
exhibiting large intra-class variance. Our method signif-
icantly outperforms the state-of-the-art methods on multi-
ple challenging fine-grained few-shot image classification
benchmarks. Code is available at: https://github.
com/cvlab-stonybrook/vfd-iccv21

1. Introduction
Fine-grained visual data are hard to collect and costly

to annotate [49, 46, 15]. Fine-grained visual datasets of-
ten become quite long-tailed and lead to classifiers over-
fitting to the abundant classes when trained in vanilla set-
tings. Fine-grained few-shot learning (FSL) methods alle-
viate this problem since they learn discriminative class fea-
tures, among visually similar classes, using as few as 5 or 1
training instances.

Augmenting the few-shot classes by generating addi-
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Figure 1: Nearest “real sample” neighbors of the aug-
mented examples. We train data augmentation methods
using the base classes and search for the nearest-neighbors
of the generated samples in the novel classes of the CUB
dataset. The input images are shown in the first column.
Each row shows the nearest neighbors of some augmented
features computed from: ∆-encoder [38] (1st and 2nd rows)
and our method (3rd and 4th rows). Green borders indicate
that the images have the same class as the input image and
red borders indicate otherwise.

tional data is a straightforward way to mitigate issues of
overfitting in FSL. Nevertheless, generating diverse data
reliably remains an open question [19, 40]. The gener-
ated samples should contain the class-discriminative fea-
tures while exhibiting high intra-class diversity. A typical
data synthesis approach is generating new samples based
on adversarial frameworks [45, 25, 11, 55, 2, 20, 21, 22].
However, these methods suffer from a lack of diversity in
the generated samples as adversarial training often mode-
collapses. Another approach is the feature transfer that
transfers the intra-class variance from the base classes,
which have many training samples, to augment features for
the novel classes, in which only few samples are available
[38, 52, 12]. These methods are based on a common as-
sumption that intra-class variations induced by poses, back-

8812



grounds, or illumination conditions are shared across cat-
egories. The intra-class variations are either modelled as
low-level statistics [52] or pairwise variations [38, 12] and
are applied directly on the novel samples. In this pa-
per, we discuss two potential issues with these approaches.
First, these transformations can introduce certain class-
discriminative features that could alter the class-identity
of the transformed features. For example, only 8.7% of
the augmented features using the ∆-encoder[38] have their
nearest “real sample” neighbors belong to the same classes
as the original samples (see Fig. 1). Second, the extracted
variations might not be relevant to a specific novel sample,
i.e., some bird species would never appear in sea back-
grounds. Applying irrelevant variations would result in
noisy or meaningless samples and degrade classification re-
sults (see Sec. 6.1). These two issues are more pronounced
for fine-grained classification since a small change in fea-
ture space might change the category of the feature due to
the small inter-class distances.

We address these issues in this paper via a novel data
augmentation framework. First, we disentangle each fea-
ture into two components: one that captures the intra-class
variance, which we refer as intra-class variance features,
and the other that encodes the class-discriminative features.
Second, we model intra-class variance via a common dis-
tribution from which we can easily sample the new intra-
class variations that are relevant for diversifying a specific
instance. We show that both the feature disentanglement
and the distribution of intra-class variability can be approx-
imated using data from the base classes and it generalizes
well to the novel classes. The two key supervision signals
that drive the training of our framework are: 1) A classifica-
tion loss that ensures that the class-discriminative features
contain class specific information, 2) A Variational Auto-
Encoder (VAE) [18] system that explicitly models intra-
class variance via an isotropic Gaussian distribution.

Our method works especially well for fine-grained
datasets where the intra-class variations are similar across
classes, achieving state-of-the-art few-shot classification
performances on the CUB[49], NAB[46], and Stanford
Dogs[15] datasets, outperforming previous methods [38,
24] by a large margin. We show in our analyses that the data
generated by our method lies closely to the real-and-unseen
features of the same class and can closely approximate the
distribution of the real data.

To sum up, our contributions are:

1. We are the first to propose a VAE-based feature disen-
tanglement method for fine-grained FSL.

2. We show that we can train such a system using suffi-
cient data from the base classes. We can sample from
the learnt distribution to obtain relevant variations to
diversify novel training instances in a reliable manner.

3. Our method outperforms state-of-the-art FSL methods
in multiple fine-grained datasets by a large margin.

2. Related Work
FSL methods can be broadly organized into three cate-

gories: metric learning based, optimization based and data
augmentation based.

Metric learning based methods [47, 41, 43, 51, 50, 44,
53] utilize the similarities between images to regularize the
embedding space. Matching Networks [47] use an attention
mechanism over a learned embedding of the labeled set of
examples to predict classes for the unlabeled points. The
Prototypical Network [41] learns to classify query samples
based on their Euclidean distance to prototype representa-
tions of each class. Sung et al. [43] propose to measure the
distance metric with a CNN-based relation module.

Optimization based methods [10, 27, 24, 28, 36, 34,
39] aim to design models that can generalize to new tasks
efficiently. MAML [10] uses a meta-learner to find an ini-
tialization which can be adapted to new categories within
few gradient updates using small training data. Meta-SGD
[27] learns to learn not only the learner initialization but
also the learner update direction and learning rate. Lee et
al. propose MetaOptNet [24], which uses discriminatively
trained linear predictors as base learners to learn feature rep-
resentations for FSL.

Data augmentation based methods [2, 38, 48] gener-
ate additional training examples to alleviate the problem
of data insufficiency. DAGAN [2] uses conditional gener-
ative adversarial network (GAN) to transform image fea-
tures, which can be applied to novel unseen classes of data.
Wang et al. [48] propose to combine a meta-learner with
a hallucinator, which can effectively hallucinate novel in-
stances of new classes. Some methods transfer intra-class
variance from the base classes to the novel class. The ∆-
encoder [38] extracts transferable intra-class deformations
from image pairs of the same class and uses them to aug-
ment samples of the novel classes. Differently, our method
learns a common distribution of the intra-class variability
without pairing any images.

Our method uses a VAE to model intra-class variance.
VAEs have been used in FSL [54, 37, 16]. Zhang et al. [54]
estimate a distribution for each class and compute the prob-
ability of a novel input to perform classification. Schonfeld
et al. [37] learn a shared latent space of image features and
class embeddings via aligned VAEs. Instead of modelling
the whole image feature, we only use variational inference
to model the intra-class variance for our data augmentation
framework. The concept of feature disentanglement using
VAEs has been used in various applications such as per-
son re-identification [9, 57], metric learning [29], or multi-
domain image translation [30, 23]. We are the first to pro-
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Figure 2: The pipeline of our proposed method. The input image is mapped into the image feature maps X. We input X
into an Encoder to obtain the mean and variance of the intra-class variability distribution that are used to sample the intra-
class variance feature zV . The class-specific feature zI is obtained by max-pooling X. zV is forced to follow an isotropic
multivariate Gaussian distribution. Both zI and the combined features are used to train a classifier. We sample from the
learned distribution repeatedly to get multiple zV and add them to the class-specific feature zI to get the augmented features.
These augmented features are used together with the original ones to train a more robust classifier.

pose such a VAE-based feature disentanglement scheme for
FSL problems. We show that such a model trained on base
classes can be used to effectively augment data for the novel
classes and significantly improve the classification results.

3. Few-shot Learning Preliminaries
In FSL, abundant labeled images of base classes and a

small number of labeled images of novel classes are given.
Our goal is to train a classifier that can correctly classify
novel class images with the few given examples. The stan-
dard FSL procedure includes a training stage and a fine-
tuning stage. During the training stage, we use base class
images to train a feature extractor and the classifier. Then
in the fine-tuning stage, we freeze the parameters of the pre-
trained feature extractor and train a new classifier head us-
ing the few labeled examples in the novel classes . In the
testing stage, the learned classifier predicts labels on a set
of unseen novel class images.

Since the available samples during the fine-tuning stage
are scarce and lack diversity, the learned classifier tends to
overfit to the few samples and thus performs poorly on the
test images. To address this, we augment the training sam-
ples with our proposed data augmentation method, which
significantly improves the performance of the baseline.

4. Method
Our goal is to generate additional features of the few

novel class images which contain larger intra-class vari-
ance. Fig. 2 illustrates the pipeline of our proposed method.
We decompose the feature representation of an input image
into two components, the class-specifc feature zI and the

intra-class variance feature zV . zV is constrained to fol-
low a prior distribution. Then we repeatedly sample new
intra-class variance features z̃V from the distribution and
add them to the class-specific feature zI to get augmented
features. The augmented features are used together with the
original features to train the final classifier. In the following
sections, we will describe how we model the distribution of
intra-class variability via variational inference and how we
use it to diversify samples from the novel set.

4.1. Variational Inference for Intra-class Variance

Given an input image (i), we first use a feature extractor
to map it into a feature map X(i). We then compute the
intra-class variance feature z

(i)
V and the class-specific fea-

ture z
(i)
I from X(i) such that the embedding of the input

image, z(i), can be expressed as:

z(i) = z
(i)
I + z

(i)
V . (1)

Here we assume that the intra-class variance feature is gen-
erated from some conditional distribution p(zV ) and the
feature map X(i) is generated from some conditional dis-
tribution p(X|z).

The class-specific feature z
(i)
I can be learned by mini-

mizing the cross-entropy loss given the class label y(i):

Lcls(X
(i)) = Lcross−entropy

(
W (z

(i)
I ), y(i)

)
(2)

where W is a classifier with a single fully connected layer.
We use variational inference to model the posterior dis-

tribution of the variable zV . Specifically, we approximate
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the true posterior distribution p(zV |X) with another distri-
bution q(zV |X). The Kullback-Leibler divergence between
the true distribution and the approximation is:

KL[q(zV |X)||p(zV |X)] =

∫
Z

q(Z|X)log
q(Z|X)

p(Z|X)
. (3)

Since the Kullback-Leibler divergence is always greater
than or equal to zero, maximizing the marginal likelihood
p(X(i)) is equivalent to maximizing the evidence lower
bound (ELBO) defined as follows:

ELBO(i) = E
q(z

(i)
V

|X(i))
[log p(X(i)|z(i)V )]

−KL
(
q(z

(i)
V |X(i))||p(zV )

)
.

(4)

Prior work [29, 52, 54] has shown that the distribution of
intra-class variability can be modelled with a Gaussian dis-
tribution. Here we set the prior distribution of zV to be a
centered isotropic multivariate Gaussian: p(zV ) = N (0, I).
For the posterior distribution, we set it to be a multivariate
Gaussian with diagonal covariance:

q(z
(i)
V |X(i)) = N (µ(i), σ(i)), (5)

where µ(i) and σ(i) are computed by a probablistic encoder.
With the reparameterization trick, we obtain z

(i)
V as follows:

z
(i)
V = µ(i) + σ(i) ∗ ϵ, ϵ ∼ N (0, I). (6)

Since z
(i)
I is deterministic given X(i), we have

p(X(i)|z(i)V ) = p(X(i)|z(i)V , z
(i)
I ) = p(X(i)|z(i)). To es-

timate the maximum likelihood p(X(i)|z(i)), we use a de-
coder to reconstruct the original feature map from z(i) and
minimize the L2 distance between the original feature map
and the reconstructed one.

From Eq. 4, we now derive the loss function for the mod-
eling of intra-class variance:

Lintra(X
(i)) = ∥X(i) − X̂(i)∥2 +KL

(
q(z

(i)
V |X(i))||p(zV )

)
,

(7)
where X̂(i) is the reconstructed feature map synthesized
from the sum of class-specific feature z

(i)
I and intra-

class variance feature z
(i)
V sampled from the distribution

N (µ(i), σ(i)).
The Lintra loss includes two terms. The first term is

the reconstruction term, which ensures that the encoder ex-
tracts meaningful information from the inputs. The second
term is a regularization term, which forces the latent code,
z
(i)
V , to follow a standard normal distribution. Here, instead

of minimizing the Kullback-Leibler divergence directly, we
decompose it into three terms as in [5]:

KL[q(zV |X)||p(zV )] = KL (q(zV , X)||q(zV )p(X))+

KL(q(zV )||
∏
j

q(zVj
)) +

∑
j

KL(q(zVj
)||p(zVj

)), (8)

where zVj denotes the j-th dimension of the latent variable.
The three terms in Eq. 8 are referred to as the index-code

mutual information, total correlation, and dimension-wise
KL respectively. Prior work [5, 1, 4] has shown that penaliz-
ing the index-code mutual information and total correlation
terms leads to a more disentangled representation while the
dimension-wise KL term ensures that the latent variables do
not deviate too far form the prior. Similar to [5], we penal-
ize the total correlation with a weight α and rewrite Lintra

as follows:

Lintra(X
(i)) = ∥X(i) − X̂(i)∥2 +KL

(
q(z

(i)
V , X(i))||q(z(i)V )p(X)

)
+

α∗KL

q(z
(i)
V )||

∏
j

q(z
(i)
Vj

)

+
∑
j

KL
(
q(z

(i)
Vj

)||p(zVj
)
)
.

(9)

The combination of Lcls and Lintra drives the model to ex-
tract discriminative class-specific features z

(i)
I and model

the distribution of intra-class variability simultaneously.

4.2. Objective Function

Given the distribution of intra-class variability, we can
generate additional samples for the base classes during the
training stage. For input image (i) with extracted class-
specific feature z

(i)
I and intra-class variability mean and

variance µ(i) and σ(i) respectively, we sample new intra-
class variance features, z̃(i)V , for this image from the distri-
bution N (µ(i), σ(i)) and add them to z

(i)
I to obtain the aug-

mented features z̃(i) = z
(i)
I + z̃

(i)
V . We use these features to

train our system using the following cross-entropy loss:

Laug(X
(i)) = Lcross−entropy

(
W (z̃(i)), y(i)

)
(10)

The overall loss function in the training stage is a
weighted combination of the aforementioned terms:

L = Lcls + Lintra + β ∗ Laug (11)

where β is the coefficient of Laug .

4.3. Diversifying Samples for Few-Shot Classes

In this section, we discuss how to use our model to diver-
sify samples for few-shot classes. Our intra-class variance
is modelled by an isotropic Gaussian distribution. Sampling
from this distribution would result in an arbitrary intra-class
variance feature. However, we conjecture that such an arbi-
trary feature may not be relevant for all instances, i.e., some
birds never appear with a background of the sea. Note that
here as all intra-class variations are mapped into a common
continuous embedding space via variational inference and
closely related or similar intra-class variations likely form
local neighborhoods in the embedding space. Thus, instead
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of sampling from the zero-mean and unit-variance distribu-
tion, we only sample from the mean and variance estimated
directly from the conditional sample to obtain the likely rel-
evant intra-class variations to this sample.

Specifically, given an image of novel class (i)* with class
label y(i)∗, we first extract the feature map X(i)∗, the class-
specific feature z

(i)∗
I , and the mean and variance of the

intra-class variability distribution µ(i)∗ and σ(i)∗ for this
instance. We then generate additional features by adding
the class-specific features z(i)∗I with a biased term sampled
from the distribution of intra-class variability.

z̃(i)∗ = z
(i)∗
I + z̃

(i)∗
V , z̃

(i)∗
V ∼ N(µ(i)∗, σ(i)∗), (12)

where z̃(i)∗ is the augmented feature and z̃
(i)∗
V is sampled

from the posterior distribution N
(
µ(i)∗, σ(i)∗). By sam-

pling from N
(
µ(i)∗, σ(i)∗) multiple times, we get multiple

augmented features z̃(i)∗ that can be used to train the classi-
fier. In Sec. 6.1, we verify the effectiveness of this sampling
scheme.

5. Experiments
5.1. Datasets

We evaluate our method on three fine-grained image
classification datasets: Caltech UCSD Birds (CUB) [49],
North America Birds (NAB) [46] and Stanford Dogs [15].
The CUB dataset contains 11,788 bird images from 200 bird
species in total. Following the setup introduced in [49], we
sample the base classes from the 100 classes provided for
training, and sample the novel set from the 50 classes pro-
vided for testing. The NAB dataset contains 48,527 bird
images with 555 classes, which is four times larger than
CUB. Similar to [45], we adopt a 2:1:1 training, validation
and test set split. The Stanford Dogs dataset is a subset of
the Imagenet dataset designed for fine-grained image clas-
sification with 90 categories for training and validation and
30 testing categories.

5.2. Implementation Details

We conduct experiments with two architectures of our
feature extractor: ResNet12 and Conv4 for fair comparisons
with other methods using similar architectures. ResNet12
[13] contains 4 Residual blocks. Each residual block is
composed of 3 conv layers with 3 × 3 kernels. A 2 × 2 max-
pooling layer is applied at the end of each residual block.
Conv4 consists of 4 layers with 3 × 3 convolutions and 32
filters, followed by batch normalization (BN) , a ReLU non-
linearity, and 2 × 2 max-pooling.

The class-specific features are calculated by average-
pooling the output of the feature extractor. The encoder con-
sists of three conv blocks followed by two fully-connected
heads that output the µ and logσ2 respectively. The decoder

consists of a fully connected layer followed by three Con-
volutional blocks.

Training policies. The whole network is trained from
scratch in an end-to-end manner. In the training stage, we
use the Adam optimizer [17] on all datasets with initial
learning rate 0.001 . We train our model for 100 epochs
in total with a batch size of 16 and reduce the learning rate
by 0.1 at the 40-th and 80-th epochs. We empirically set α
= 4 in Eq. 9 and β = 1 in Eq.11.

We follow a standard few-shot evaluation scheme. In the
fine-tuning stage, we select 5 classes from the novel classes
randomly. For each class, we pick k instances as the sup-
port set and 16 instances for the query set for a k-shot task.
The extracted features of all support set images along with
the augmented features are used to train a linear classifier
for 100 iterations with a batch size of 4. For each feature
extracted from a support image, we obtain five augmented
features. The final results are averaged over 600 experi-
ments. For data augmentation, we adopt random cropping,
horizontal flipping and color jittering as in [6]. The final
size of the input images is 84× 84 .

5.3. Results

Tab. 1 summarizes the 5-way classification accuracy
of various methods using ResNet12 backbones. The re-
sults are obtained using the publicly available code of each
method. Our proposed method outperforms the previous
methods by a large margin for both 1-shot and 5-shot set-
tings on all three datasets. Compared with the ∆-encoder
[38], another data augmentation based method, our pro-
posed method achieves 7.40%, 9.20% and 7.65% perfor-
mance gain for the 1-shot setting and 5.88%, 2.90% and
9.40% performance gain for the 5-shot setting on the three
datasets respectively. It can be seen that our improvement
in the 1-shot setting is more pronounced than in the 5-shot
setting since the 1-shot setting is a more extreme case of
data scarcity, in which augmenting the training data tends
to be more useful.

We compare with methods using Conv4 architectures as
the backbone networks in Tab. 2. Here the majority of
methods only report their results on the CUB and Stanford
Dogs datasets. Our proposed method achieves state-of-the-
art performance for both the 1-shot and 5-shot settings. Es-
pecially for the 1-shot setting, our method obtains 2.12%
performance gain for the CUB and 2.19% gain for the Stan-
ford Dogs over MattML [56], a newly proposed method that
is aimed specifically at fine-grained few-shot visual recog-
nition.

Our method also achieves competitive few-shot classi-
fication performances on non fine-grained datasets such as
CIFAR-FS[3] and mini-ImageNet[47, 35]. More details can
be found in the supplementary material.
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Method CUB NAB Stanford Dogs
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

Baseline [6] 63.90 ± 0.88 82.54 ± 0.54 70.36 ± 0.89 87.91 ± 0.49 63.53 ± 0.89 79.95 ± 0.59
Baseline++ [6] 68.46 ± 0.85 81.02 ± 0.46 76.00 ± 0.85 90.99 ± 0.41 58.30 ± 0.35 73.77 ± 0.68
MAML [10] 71.11 ± 1.00 82.08 ± 0.72 80.08 ± 0.93 88.87 ± 0.54 66.56 ± 0.66 79.32 ± 0.35
MatchingNet [47] 72.62 ± 0.90 84.14 ± 0.50 73.91 ± 0.72 88.17 ± 0.45 65.87 ± 0.81 80.70 ± 0.42
ProtoNet [41] 71.57 ± 0.89 86.37 ± 0.49 73.60 ± 0.83 89.72 ± 0.41 65.02 ±0.92 83.69 ± 0.48
RelationNet [43] 70.20 ± 0.84 84.28 ± 0.46 67.41 ± 0.82 85.47 ± 0.43 59.38 ± 0.79 79.10 ± 0.37
MTL [42] 73.31 ± 0.92 82.29 ± 0.51 78.69 ± 0.78 87.74 ± 0.34 54.96 ± 1.03 68.76 ± 0.65
∆-encoder [38] 73.91 ± 0.87 85.60 ± 0.62 79.42 ± 0.77 92.32 ± 0.59 68.59 ± 0.53 78.60 ± 0.78
MetaOptNet [24] 75.15 ± 0.46 87.09 ± 0.30 84.56 ± 0.46 93.31 ± 0.22 65.48 ± 0.49 79.39 ± 0.25
Ours 79.12 ± 0.83 91.48 ± 0.39 88.62 ± 0.73 95.22 ± 0.32 76.24 ± 0.87 88.00 ± 0.47

Table 1: Few-shot classification accuracy on the CUB [49], NAB [46], and Stanford Dogs [15] dataset. All experiments are
from 5-way classification with the same backbone network (ResNet12). The best performance is indicated in bold.

Method CUB Stanford Dogs
1-shot 5-shot 1-shot 5-shot

MatchingNet [47] 45.30 ± 1.03 59.50 ± 1.01 35.80 ± 0.99 47.50 ± 1.03
ProtoNet [41] 37.36 ± 1.00 45.28 ± 1.03 37.59 ±1.00 48.19 ± 1.03
RelationNet [43] 58.99 ± 0.52 71.20 ± 0.40 43.29 ± 0.46 55.15 ± 0.39
MAML [10] 58.13 ± 0.36 71.51 ± 0.30 44.84 ± 0.31 58.61 ± 0.30
adaCNN [33] 56.76 ± 0.50 61.05 ± 0.44 42.16 ± 0.43 54.12 ± 0.39
CovaMNet [31] 52.42 ± 0.76 63.76 ± 0.64 49.10 ± 0.76 63.04 ± 0.65
DN4 [26] 53.15 ± 0.84 81.90 ± 0.60 45.73 ± 0.76 61.51 ± 0.85
LRPABN [14] 63.63 ± 0.77 76.06 ± 0.58 45.72 ± 0.75 60.94 ± 0.66
MattML [56] 66.29 ± 0.56 80.34 ± 0.30 54.84 ± 0.53 71.34 ± 0.38
Ours 68.42 ± 0.92 82.42 ± 0.61 57.03 ± 0.86 73.00 ± 0.66

Table 2: Few-shot classification accuracy on the CUB [49] and Stanford Dogs [15] dataset. All experiments are from 5-way
classification with the same backbone network (Conv4). The best performance is indicated in bold.

6. Additional Analyses
In this section, we provide additional experiments to

clarify different aspects of our methods.

6.1. Analysis on the generated intra-class variations

We conduct a simple experiment to verify the effective-
ness of our sampling method (Sec.4.3). Instead of sampling
from the instance-conditioned mean and variance, we sam-
ple the intra-class variance feature from the zero-mean and
unit-variance distribution.

Fig. 3 summarizes the results of this experiment for
5-way 1-shot classification on the CUB and NAB dataset.
As can be seen, intra-class variance features sampled from
zero-mean and unit-variance do not improve the results
(red lines). In contrast, our method of sampling from the
instance-conditioned posterior distribution generates fea-
tures that consistently improve classification performance
as the number of augmented samples increases.

6.2. Comparison to other data augmentation based
methods

We compare our method with two other data aug-
mentation based FSL methods: MetaIRNet[45] and ∆-
encoder[38]. MetaIRNet uses a pre-trained image generator

Figure 3: Analysis on the generated intra-class varia-
tions. We augment samples with the intra-class variance
features sampled from the estimated mean and variance
(green lines) or from the zero-mean and unit-variance (red
lines). Our sampling scheme generates features that consis-
tently improve classification.

to synthesize additional images and combine them with the
original images to form additional training samples. The
∆-encoder learns to synthesize transferable non-linear de-
formations between pairs of examples of seen classes and
apply these deformations to the few provided samples of
novel categories.

We use the additional samples synthesized by both of
these methods to train three types of classifiers: K-nearest
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neighbors (KNN), Support Vector Machine (SVM), and
Logistic Regression (LR), which are then used to classify
novel images. The comparisons between these methods and
our method are shown in Tab. 3. The superior performance
of our method demonstrates that the augmented features ob-
tained by our framework is beneficial for various types of
classifiers. Note that for MetaIRNet [45], the results in Tab.
3 are lower than their numbers reported in the original paper
since they pre-trained the backbone network on ImageNet
while here all methods are trained from scratch.

Method KNN SVM LR
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MetaIRNet [45] 63.18 74.82 63.76 76.77 63.53 79.95
∆-Encoder [38] 67.31 82.67 76.02 82.87 76.22 85.17
Ours 75.46 83.17 79.07 87.59 78.34 89.30

Table 3: Analysis of different classifiers. Few-shot clas-
sification accuracy on the CUB [49] dataset in 1-shot and
5-shot settings with different types of classifiers.

In Tab. 4, we directly compare our method withthe
∆-encoder using K-NN classifiers (K=1). Interestingly, it
can be seen that the augmented features generated using
the delta-encoder decrease classification performance. In
fact, we observe that the majority (91.3%) of the nearest
neighbors of the ∆-encoder’s generated features belong to
different classes (some are visualized in Fig. 1), suggest-
ing that the pairwise transformations extracted from this
method might alter the class-identities of the transformed
features. On the other hand, our generated features preserve
well the class identity and mildly improve the classification
results.

Method ∆-Encoder Ours
w/o Aug w/ Aug w/o Aug w/ Aug

5-way 69.37 67.31 74.95 75.46
10-way 58.69 52.19 62.05 63.17
20-way 48.10 38.84 50.19 50.72

Table 4: Effect of augmented features on 1NN classifier.
Few-shot classification accuracy on the CUB [49] dataset
using 1NN classifier with original features vs augmented
features. The original features of the ∆-Encoder are from a
pre-trained ResNet18 network.

6.3. Comparisons to other methods to model intra-
class variance

We assume that the intra-class variance can be modelled
with an isotropic multivariate Gaussian distribution in a la-
tent space. In this section, we compare this method with
other methods that model the intra-class variance includ-
ing Gaussian mixture variational autoencoder (GMVAE)
[8], covariance matrix [52], and a baseline model where we

do not disentangle intra-class variance features from class-
discriminative features.

Tab. 5 summarizes the results. The first row shows the
results for GMVAE. This method enforces that the latent
space is divided into distinct clusters for different classes.
However, for this model, the accuracy drops by 6.15% and
2.13% for the 1-shot setting and 5.02% and 0.50% for the
5-shot setting on the CUB and NAB datasets respectively.
The results align with our assumption that the intra-class
variance is shared across different classes. Thus, enforcing
a multi-modal prior distribution would lead to performance
degradation.

The second row shows the results for the method pro-
posed in [52] based on covariance matrices. Specifically,
this method assumes a Gaussian prior on the distribution of
intra-class variability across different classes which can be
transferred from the base classes to the rare classes. How-
ever, instead of modelling the distribution by variational
inference, [52] uses a covariance matrix to estimate the
feature variance distribution. Here we apply this method
on our extracted features to generate additional features on
the CUB and NAB datasets under both 1-shot and 5-shot
settings. Compared with the non-parametric estimate of
the Gaussian distribution, modelling intra-class variance via
variational inference in an end-to-end manner brings 6.03%
and 1.91% improvement for the 1-shot setting and 3.64%
and 1.03% improvement for the 5-shot setting on the CUB
and NAB dataset respectively. Last, we provide the results
for our method without feature disentanglement, denoted as
“No disentanglement” in the third row. In spirit, this model
is similar to [54] which models each point as a distribu-
tion via variational inference. Given a new sample, we aug-
ment it via sampling repeatedly from the estimated mean
and variance. Without feature disentanglement and explicit
modelling of the intra-class variance, this model does not
achieve comparable results compared to other methods.

Intra-class distribution model CUB NAB
1-shot 5-shot 1-shot 5-shot

Gaussian Mixture Model [8] 75.16 86.46 86.49 94.72
Covariance Matrix [52] 75.28 87.84 84.71 94.19
No disentanglement [54] 73.40 86.60 81.83 92.83
Isotropic Gaussian (Proposed) 79.12 91.48 88.62 95.22

Table 5: Few-shot classification accuracy on the CUB [49]
and NAB [46] dataset in 1-shot and 5-shot setting with dif-
ferent methods to model intra-class variance.

6.4. Data Distribution Analysis

We compare the data distributions between the real data
and the generated data from our method in comparison
to other state-of-the-art data generation methods [52, 38].
Here we measure the average intra-class variance, the
distances between classes (inter-class distances), and the
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(a) Ours - Base Classes (b) Ours - Novel Classes (c) ∆-encoder - Novel Classes

Figure 4: Visualization of the original features (marked as dark points) and the augmented features (marked as transparent
points) on the CUB dataset using t-SNE. (a) Base real features and features augmented by our method. (b) Novel real features
and features augmented by our method. (c) Novel real features and features augmented by the ∆-encoder. Our augmented
features better mimic the distribution of real features.

data clusterability via the Davies–Bouldin index (DBI) [7].
Specifically, the DBI for a cluster i is calculated by:

DBIi = max
i ̸=j

Intra(i) + Intra(j)

Inter(i,j)
(13)

where Intra(i) is the intra-class variance of cluster i, cal-
culated by taking the average of squared deviations from
the class center. Inter(i,j) is the distance between the two
class centers of clusters i and j. The lower the value of the
DBI, the better the separation between the clusters and the
“tightness” inside the clusters.

Tab. 6 shows the average values of the intra-class vari-
ance, inter-class distances, and the DBI (denoted as Dintra,
Dinter, and DBI respectively) across all novel classes of
the CUB dataset. The inter-class distances are averaged
across all pairs of classes. As shown in the table, fea-
tures from the support set exhibit smaller intra-class vari-
ance compared to features from all data. All methods aug-
ment features from the support set. Interestingly, both sets
of generated features using the method proposed in [52] and
the ∆-encoder[38] decrease intra-class variance. On the
other hand, the set of features augmented by our method
closely approximate the data distribution of the set of all
real features.

Fig. 4 demonstrates how real samples and generated
samples from our method are distributed in a 2D space in
comparison with the ∆-encoder [38] using t-SNE [32]. The
original features are marked as light colors while the aug-
mented features are marked as dark colors. Different col-
ors denote different classes. The visualization for the base
classes with the augmented features from our method is
shown in Fig. 4a. Fig. 4b visualizes the real features and
the generated features of our method for the novel classes.
Our method generates samples that follow closely the real
samples. The visualization for the novel classes and the
generated features from the ∆-encoder is shown in Fig. 4c.

Dintra Dinter DBI
Support data (5 samples) 21.52 32.77 2.21
All data 28.97 35.89 3.02
Covariance matrix [52] 17.98 35.24 1.79
Encoder-based Model [38] 10.34 11.69 1.77
Ours 27.27 34.12 2.53

Table 6: Data Distribution analysis for different sets of
features. We augment features using our method and other
data generation method based on covariance matrices [52]
or the ∆-encoder [38]. All methods augment features from
the support set (first row).

As can be seen, the generated data from each novel class
forms into a new cluster and does not lie close to the actual
data points.

7. Conclusion

We have proposed a simple, yet effective, feature aug-
mentation method via feature disentanglement and varia-
tional inference to address the data scarcity problem in few-
shot fine-grained classification. The generated features en-
large the intra-class variance for novel set images while pre-
serving the class-discriminative features. The consistent
performance improvement with the increase of the num-
ber of augmented samples suggests that the learned features
are meaningful and nontrivial. The higher accuracy com-
pared with other data augmentation based methods further
demonstrate the superiority of our method. While this work
mainly focuses on few-shot recognition problems, a promis-
ing future direction is to apply the feature transfer idea to
other data-scarce or label-scarce tasks.
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